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Abstract. The influence of the substitutional atoms Cr, Mn, Ni, Cu, Mo in iron-based alloys
on the stability of the crystalline fcc structure and the change of the electron state density at
the Fermi surface are studied by means of conduction electron spin resonance (CESR). The
temperature dependence of the CESRg-factor and of its integral intensity is measured and
analysed in relation to theoretical predictions. It is shown that Cr, Mn and Mo decrease the state
density at the Fermi surface in the fcc iron, whereas Ni and Cu increase it. The study singles
out the contributions of three electron subsystems (conduction s electrons, localized isolated d
electrons and those included in superparamagnetic clusters) tog(T ) and traces the important
role of substitutional alloying elements in the formation of clusters in fcc solid solution.

1. Introduction

Face-centred-cubic iron-based alloys are used in the design of stainless austenitic steels
which present a group of important engineering materials intended for severe external
conditions: aggressive environment, extremely high or low temperatures etc. The crystal
structure, mechanical, physical and chemical properties can be varied by changing the
content of alloying elements that form substitutional solid solutions with the fcc iron.
These are, mainly, Cr, Ni, Mn, Mo and others. It is clear that, ultimately, phase stability,
and the mechanisms of plastic deformation and fracture are determined by the type of
the interatomic bonding (see, e.g., [1]). For example, at an extremely low temperature
or for rapid loading, the alloys are ductile if the metallic component of the interatomic
bonding prevails and brittle if the bonding is of covalent nature. The transfer of electrons
between the impurities and the host atoms occurs with a varying efficiency for s and d
electrons. Atoms of the 3d group differ as to their influence on the density distribution of
s and d electrons and, as a result, on the stability of the crystalline structure. A strong
s–d exchange interaction in the alloys of d metals also affects the atomic ordering and
the stability of the crystalline structure. On the one hand, one pays attention to magnetic
transitions, magnetic structures and the formation of magnetic moments at the atoms in
these alloys [2]. On the other hand, it is also important to clarify the effect of different
d elements on the physical properties of the solid solution in the absence of magnetic
ordering, i.e. in the paramagnetic state. From this point of view, iron-based alloys with
a fcc crystalline structure are important not only as paramagnetic materials, but also as
remarkable solid-state objects for studying the properties of s- and d-electron subsystems
depending on the content of different substitutional atoms. We have shown in [3, 4] that
the conduction electron spin-resonance (CESR) method allows one to evaluate the electron
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state density (ESD) at the Fermi surface and the correlation of s and d density components
while studying the CESR temperature dependence. The integral intensityI of the CESR
enables one to obtain the relative value of the ESD at the Fermi surface in theoretical
analysis of the temperature dependenceI (T ). The basic principles of such analysis are
presented in [3]. The temperature dependence of the spectroscopical factorg is controlled
by the following factors: (1) isolated localized spins; (2) macroscopic magnetic inclusions
(superparamagnetic clusters); (3) ferromagnetic inclusions; (4) phase transitions: structural
and magnetic ones. When the above contributions are small or absent, theg-factor does not
depend on the temperature. In this case, theg-factor is controlled by one of the subsystems
(s or d electrons) only and its value shows which subsystem is the controlling one. It
is known [5–8] that theg-factor of CESR includes the contribution of d electrons due to
the s–d exchange interaction. The weight factors of the s and d contributions ing(T ) are
dependent on the magnetic susceptibilities of the corresponding electron subsystems. The
spin system of d electrons in the alloy is not homogeneous. It contains isolated localized
paramagnetic d states of the host and solute atoms, and macroscopic magnetic moments of
the superparamagnetic clusters, if the latter occur. We have shown in [4] that the function
g(T ) is a constant in the case of dominant s- or isolated d-electron contributions; it steadily
falls or rises with an increase in temperature depending on the sign of the s–d exchange
interaction when the clustering is negligible; and it emerges as a curve with a maximum
when the contribution of superparamagnetic clusters with macroscopic magnetic moments
is significant. In the case of ferromagnetic inclusions, the anisotropic behaviour ofg(T )

allows the revealing of a phase transition to the ferromagnetic phase. When the external
magnetic field is directed parallel(H0) or orthogonal(H90) to the sample plane, the values
of the g-factor g0 and g90, respectively, are being shifted in opposite directions with a
fall in temperature below the transition temperatureTC . We used the above considerations
first in [4] for the separation of s and d ESD at the Fermi surface in iron-based alloys
having different contents of interstitial impurities. This study seeks to clarify the effect of
substitutional atoms on interatomic bonds in the iron-based fcc alloy.

2. Experimental procedure

CESR measurements are carried out across a wide temperature range fromT = 15 K to
T = 300 K, using an electron paramagnetic resonance spectrometer at the frequency of
9.3 GHz. We studied five sets of fcc iron-based alloys whose compositions are shown in
table 1. Each set consists of samples containing one varying substitutional component as
follows: Ni (samples 1, 2, 3); Cr (2, 4); Mn (2, 5, 6); Mo (2, 7, 8); Cu (4, 9).

Table 1. The chemical compositions of the alloys studied (in wt.%).

Solutes 1 2 3 4 5 6 7 8 9

Cr 15 15 15 25 15 20 15 15 25
Ni 15 20 25 20 20 20 20 20 20
Mn — — — — 5 10 — — —
Mo — — — — — — 0.6 1.3 —
Cu — — — — — — — — 2.5
Fe 70 65 60 55 60 50 64.4 63.7 52.5

The ingots, 0.5 kg in weight, were melted in the argon atmosphere using an induction
furnace. The samples, of size 3.5× 13× 2× 10−2 mm3, were obtained after hot forging to
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Figure 1. The temperature dependence of the CESRg-factor for samples 1–9 from table 1.
Points are experimental data and lines refer to the calculatedg(T ) for paramagnetic states; the
external magnetic fieldH0 lies in the sample plane.

get the rods of diameter 6 mm and cold rolling, with intermediate annealings at 1000◦C.
The sample thicknessd = 2× 10−2 mm was sufficiently small for us to neglect the skin
effect at the temperatureT > 100 K for the alloys of the above compositions [3]. Before
the measurements, the samples were solution treated in the argon atmosphere at 1100◦C,
for 20 min, and this was followed by water cooling.

The CESR integral intensity is measured in units of that for a reference sample. We
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Figure 2. The temperature dependence of theg-factor (a) and the resonance signal integral
intensity (b) for samples 1, 2, 3.I0 is the integral CESR intensity for the reference sample
(graphite). The dotted lines mark two phase transitions atTC = 175 K andTg = 75 K. Arrows
show the direction of the temperature change during the measurements. The dashed lines in (a)
for sample 3 are the result of the fitting of experimental data atT < 175 K to the formula (1).

took the sample of graphite as the reference sample, as its CESR signal andg-factor
gC = 2.012(±0.002) do not depend on the temperature across the actual temperature range.
The graphite sample contained 1016 spins and was pasted over the alloy sample in the centre
of the resonator cavity.

All of the measurements were carried out in two geometries: the external magnetic
field H0 lying in the sample plane (θ = 0◦, g = g0) andH0 orthogonal to the sample plane
(θ = 90◦, g = g90). We showg(T ) for just samples 3 and 9 to illustrate the ferromagnetic
phase transition. In all other cases,g0 and g90 have the same temperature dependence;
therefore onlyg0 is given.

The CESR signal was observed for all of the samples, but, in order to obtain successful
measurements, it was necessary to take four of the same foils in the case of sample 1 and
a third part of sample 3, because the latter produced a signal that was too powerful and
overloaded the resonator cavity.

The fitting of the experimental data to theoretical expressions was performed using the
computer program Peak Fit 4.
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Figure 2. (Continued)

3. Results

The temperature dependence of the CESRg-factors is shown in figure 1 for all of the
samples across the temperature range where the samples are in a paramagnetic state. One
can see the significant change in theg-factor with the temperature, especially for samples
7, 8, 9. The values of theg-factors change over the range 1.9–2.2.

Figure 1(a) presentsg(T ) with a simple temperature dependence looking like 1/T

(samples 1, 3, 6) or with a weak increase ofg(T ) as the temperature grows. Another group
of samples (5, 7, 8, 9 in figure 1(b)) presentg(T ) as a curve with a maximum. In the
low-temperature range, we observe the phase transition atT = 75 K for all of the samples
shown in figure 1(b) and for sample 2 in figure 1(a). This phase transition for most of
the samples is not magnetic—as soon as theirg-factors in the low-temperature range are
isotropic. There are no phase transitions for samples 1, 4 and 6. In figure 1(a), we did
not showg(T ) for sample 3 atT < 180 K, as will be discussed further below. Some
peculiarities of the CESR behaviour are linked to the composition of the samples and the
special role of substitutional elements.

Nickel. Samples 1, 2 and 3 contain different amounts of Ni: 15, 20 and 25 wt.%.
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The change in the resonance signal is significant, as figure 2(b) shows. For sample 1, we
observe a paramagnetic signal with a very small intensity and a weak anisotropy of the
g-factor. There is no phase transition. With an increase in the nickel content, the integral
intensity and anisotropy of theg-factor grow. The crystal structure becomes unsteady: at
first (sample 2), the low-temperature phase transition appears atT = 75 K as a structural
irreversible phase transition. The CESR signal remains paramagnetic. The value of the
g-factor in the low-temperature phase does not return during heating to the value of the
high-temperature phase atT = 75–80 K. In the sample with a high content of nickel (sample
3) we observe two phase transitions. The high-temperature transition atT = 175 K is the
ferromagnetic one. As seen in figure 2(b), the intensity of the signal grows significantly to
100 times that for alloys 1 and 2 and the anisotropy of theg-factor shows ferromagnetic
behaviour—g0 andg90 change their values in opposite directions. The latter is connected
with the anisotropy of the ferromagnetic resonance frequency (or resonance field) which is
described for thin metallic samples by the following equation [9]:

(ω/gCβ)
2 = (Hres + Bi cos 2θ)(Hres − Bi sin2 θ) (1)

whereβ is Bohr magnetic moment,H is external magnetic field,Bi = 4πMs(T )−HA is the
magnetic induction in the sample,Ms is the spontaneous magnetization andHA is the field of
the anisotropy;gC is theg-factor forT → TC , whenBi goes to zero;θ is the angle between
H and the sample plane. In our experimentsω is the constant frequency of the microwave
field. At low temperatures,Ms(T ) strongly increases and, according to resonance equation
(1) the resonance fieldH(θ = 0) decreases whereasH(θ = 90◦) increases. In terms of
the resonanceg-factor which is determined as the ratio of the microwave frequency to the
resonance field:g = ω/βH , this means thatg0 grows andg90 goes down. This is observed
in figure 2. We have performed the fitting of the experimental data forHres(T , θ) for
sample 3 to formula (1). As a result of the fitting, the value of the saturation magnetization
Bi = 0.23 T at temperature 20 K was obtained. In the paramagnetic phase, the temperature
dependence of theg-factor is weak.

Manganese. Figure 3 demonstrates the evolution of the CESR signal with the growth
of the manganese content for samples 2, 5 and 6. As we noted in [4], Mn atoms lower the
electron state density at the Fermi surface. Here this fact is confirmed, as seen in figure 3.
As a result, we observed the electron paramagnetic resonance (EPR) of the localized Mn
centres with a well split hyperfine structure (as shown in figure 3(a)). Six lines of the
hyperfine structure belong to55Mn with the nuclear spinI = 5/2. The measured hyperfine
constant|A| is equal to 93.3×10−4 cm−1, which is a typical value for Mn2+ paramagnetic
centres in most solid-state compounds with cubic symmetry of the crystalline field [10]. It is
also known from the EPR measurements for the paramagnetic centre Mn0 in semiconductors
that two external s electrons change the sign of the hyperfine constant and make its value
significantly smaller [11]. The value of|A| observed for the metallic alloys points to the
transfer of two 4s electrons of a Mn atom to empty states in the d band of Fe under the
Fermi surface which are created due to the increase in the Mn content.

Figure 4 shows the temperature dependence of theg-factor for sample 5. We can see
that in the low-temperature phase of sample 5 the temperature dependence of theg-factor is
weak and the phase transition is spread over a wider temperature range, as compared with
the case for sample 2 having the same content of Ni, Cr and 0 wt.% of Mn.

Chromium. Comparing samples 2 and 4 (figure 1(a)), which differ only in their
chromium concentrations (15 wt.% and 20 wt.%, respectively), we see that the low-
temperature phase transition disappears in sample 4 where the chromium content is high.
Chromium decreases the CESR intensity, but to a lesser extent than Mn does.
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Figure 3. The change of the CESR signals for the alloys with different contents of Mn (samples
2, 5, 6).A0 is the signal amplitude for the reference sample (graphite). (a) shows the splitting
of the electron spin resonance due to the hyperfine interaction with the manganese nuclei;θ is
the angle between the external magnetic field and a sample plane.

Molybdenum. Samples 7 and 8 have 0.6 wt.% and 1.3 wt.% of Mo. The effect of
Mo is reduced to a change in theg-factor temperature dependence. As seen in figure 1(b),
g(T ) for samples 7 and 8 emerges as a curve with a maximum. We showed in [4] that this
kind of dependence is characteristic ofg(T ) in the case of conduction electrons moving in
a field of the superparamagnetic clusters. The higher content of Mo in the sample results
in the shift of theg(T ) maximum to higher temperatures. The noticeable effect of Mo on
g(T ) reflects the heterogeneous distribution of Mo atoms in the lattice. For this reason, the
intensity of the CESR signal gradually decreases with the growth of the Mo content.

Copper. We compare sample 9 with 2.5 wt.% of Cu and sample 4 with the same basic
composition and without Cu. Inclusion of copper results in a drastic change ofg(T ) (figure
5). At a temperature belowT = 74 K the sample displays the phase transition of the
first kind: theg-factor does not return to its high-temperature value when the temperature
changes from 16 K to 80 K. This phase transition is accompanied by a transition to the
ferromagnetic state as the values ofg0 andg90 change in opposite directions. During the
following heating, the ferromagnetism disappears atT = 80 K, but the crystalline structure
still corresponds to the low-temperature phase, as the value of theg0-factor is still far from
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Figure 4. The low-temperature phase transition (LPT) for sample 5 containing 5 wt.% of Mn.
Arrows show the direction of the temperature change during the measurements; (a) theg-factor;
(b) the resonance signal intensity. Two points atT = 80 K andT = 90 K are obtained when
the temperature increases from 4 K and illustrate the irreversibility of the LPT.

that in the high-temperature range measured during cooling. In the paramagnetic state,g(T )

contains a non-linear contribution, which points to a clustering process induced by copper.

4. Analysis

4.1. Integral intensity

Most of the samples studied enter the paramagnetic state at the temperatureT > 100 K,
except sample 3 which is paramagnetic atT > 180 K and samples 4 and 6 conserving
the paramagnetic state to 15 K. For this reason, the analysis of the integral intensity of the
CESR signal, described in detail in [3], is simplified here. The signal does not depend on
the skin-layer depthδ (across a high-temperature range), which is to be expected on the
basis of the small value of the CESR asymmetry parameterR = 1.3, a value that remains
unchanged for all the samples. The line shape of the CESR signal is also the same for
all of the samples provided thatδ > d, whered is the sample thickness. The intensities
differ only in the values of the conduction electron paramagnetic susceptibility, which is
proportional to the electron state density at the Fermi surface. Using the graphite sample
to control the intensities, we concurrently controlled the change in the resonator quality by
placing metallic foil in the resonator cavity.

The electron state density at the Fermi surface was found as

D(EF ) = 1016(I/I0)/V/EF

whereI is the CESR integral intensity of the sample studied andI0 is the integral intensity
of the graphite sample measured under the same conditions;V is the sample volume;EF
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Figure 5. The temperature dependence of theg-factor (a) and the resonance signal integral
intensity (b) for sample 9 containing 2.5 wt.% of Cu in comparison with sample 4 having the
same content of Ni, Cr and 0 wt.% of Cu. The dotted lines mark the temperature of the phase
transition. The experimental data for the orthogonalg-factorsg90 are given for samples 4 and 9
to illustrate the ferromagnetic behaviour atT < 75 K. When the samples are heated from 4 K, the
data forg0 andg90 for sample 9 atT > 74 K do not coincide with those for the measurements
made with temperature decreasing from 300 to 74 K, which reveals the irreversibility of the
low-temperature phase transition.

Table 2. The electron state density at the Fermi surface.

Sample 1 2 3 4 5 6 7 8 9

D(EF ) 0.15 0.38 1.24 0.10 0.16 0.09 0.31 0.09 0.32
(1021 cm−3 eV−1)

is the Fermi energy of the fcc iron-based alloy,EF = 10.3 eV [12]. The measurements
and calculations were carried out at the temperatureT = 300 K. The results are given in
table 2.

4.2. Theg-factor

The analysis of the temperature dependence of the CESRg-factors is carried out for the
paramagnetic state for all the samples. The experimental data are indicated by points in
figure 1. As follows from [5–8], the CESRg-factor can be written as a function of the
magnetic susceptibilities of the s- and d-electron subsystems:

g(T ) = gs(1+ χ−1
r (T ))/(gs/gd + χ−1

r (T )). (2)

gs, gd are theg-factors of the conduction electron and of the localized d electron in the iron-
based alloy in the absence of interaction between them; we found in [4]gs = 1.89(±0.01)
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Figure 6. The temperature dependence ofχ−1
r (T ) = χs/χd obtained from the experimental

data in figure 1 using formula (1); the left-hand and right-handy-axes differ only in their scales
and the arrows show which axes the data are related to.

and gd = 2.35(±0.01). χ−1
r is the ratio of the magnetic susceptibilities of the s- and

d-electron subsystems:

χ−1
r = χs/χd (3)

χs = χs0(1+ α1χd0) χd = χd0(1+ α1χs0) (4)

whereα1 is the parameter of the exchange interaction between the conduction electrons and
the localized d electrons.

χs0 = 0.5g2
s µ

2
BD(EF ) (5)
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is the Pauli magnetic susceptibility of the conduction electron system;χd0 is the magnetic
susceptibility of the isolated localized spin system which changes with the temperature
according to the Curie–Weiss law:

χd0 = C1/(T −2p) (6)

whereC1 and2p are the Curie constant and the paramagnetic Curie temperature. Using (2)
and the experimental data forg(T ) from figure 1, we obtain the temperature dependence
for χ−1

r . It is shown in figure 6. On the other hand, as follows from relation (3) and
formulae (4),

χ−1
r (T ) = χs0((T −2p)/C1+ α1)/(1+ α1χs0) (7)

and we expect to seeχ−1
r (T ) as a linear function of the temperature. However, figure 6

shows the strongly non-linear behaviour ofχ−1
r (T ). We link this fact to the existence of

superparamagnetic clusters in the alloys of 3d metals.
The magnetic system in an alloy is inhomogeneous and its magnetic susceptibility could

be approximately described as a sum of the paramagnetic susceptibilities of two subsystems
which are the localized magnetic moments of separated atoms (the d-electron spin system)
and macroscopic magnetic momentsM owing to superparamagnetic clusters. The magnetic
cluster is a group of atoms with polarized spins as a result of interatomic interaction. The
orientation of the cluster moment is arbitrary in zero magnetic field. In an external magnetic
field H , the magnetic macro-moment has the energy ¯h� = (M/µB)µBH . The value of
M is proportional to the number of atoms included in the cluster. As soon as� is much
bigger than the resonance frequency of the conduction electron, it no longer contributes
to the resonance-field value. Nevertheless, the cluster contributes to the total magnetic
susceptibility of the system and changes the relative sizes of the s and d contributions to
the CESR resonance field.

The exchange interaction between the conduction electrons and the superparamagnetic
cluster system changes the valueχs0 and, in the mean-field approximation, the changedχs0
can be written as

χ ′s0 = χs0/(1− α2χd2(T )) (8)

whereχd2(T ) is the magnetic susceptibility of the superparamagnetic cluster system and
obeys the Langevin law [13]:

χd2(T ) = C2L(2/T ) C2 ≡ χd2(T = 1) (9)

L(2/T ) = coth(2/T )− T/2 2 = MH/kB. (10)

We substitute (8) forχs0 in (7) and write the temperature dependence of theχ−1
r (T ) as

follows:

χ−1
r (T ) = (a + bT )/(1− c(L(2/T )) (11)

a = (α1(χs0− b2p) b = χs0/C1 c = α2C2. (11a)

In accordance with (11), in the case whereα2 > 0 (α2 < 0), the expected temperature
dependence displays a decay (a growth) of theχ−1

r when the contribution of the clusters
begins to decrease. A further rise in the temperature results in the second term in the
numerator of (11) becoming dominant and in increase of theχ−1

r . Therefore, there is a
temperature interval where one expects non-linear behaviour with the minimum forχ−1

r in
the case ofα2 > 0.

The fitting of the experimental datag(T ) to the theoretical expressions (2) and (11) is
shown by the lines in figure 1 and figure 6. The parameters obtained,a, b, c, 2, are given
in table 3.
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Table 3. Parameters of the experimental data fitted into the theory, formulae (3)–(9).

1 2 3 4 5 6 7 8 9

a 0.082 0.257 −0.035 0.230 0.0013 1.186−0.210 −0.089 −0.157
b (K−1) 0.0090 0.00056 0.0009 0.0030 0.0035 0.1760 0.0061 0.0041 0.0123
c −1.77 1.057 0.0 1.016 1.70 — 2.84 4.5 3.25
2 (K) 406 400 — 874 132 — 78 50.6 70

Using theD(EF ) found, we obtainχs0 from (4), and then, usinga, b, c, 2, find
α1C1, α2C2 and C1. To separate the contributionsα1χs0 and b2p to the constanta in
formula (11a), we supposed that the parameterα1 of the exchange interaction between
a conduction electron and localized d electrons does not depend on the concentration of
substitutional solutes, whereas2p which is proportional to d–d electron exchange interaction
is responsible for the change in the value ofa with the changing alloy composition. We
have found in figure 2 that the ferromagnetic Curie temperature for sample 3 is equal
to TC = 175 K. The paramagnetic Curie temperature2p is connected toTC through
the known equation [13]2p = TC(0.5z ln[z/(z − 2)]) wherez = 12 is the coordination
number for the fcc lattice. Therefore, we evaluated2p = 192 K for sample 3 and then
found α1 = 0.14× 107 from (11a), which corresponds to the antiferromagnetic exchange
interaction. Supposing this valueα1 to be the same for all of the samples, we calculated
α1C1 and2p for other samples. The values obtained are given in table 4.

Table 4. Pauli (χs0) and Curie–Weiss(C1) components of magnetic susceptibility of the alloy
volume unit (cm3) and the parameters of the exchange interaction energy in a mean field of
localized d electrons at separated atoms(α1C1) and of superparamagnetic clusters(α2C2). Kc
is the coefficient of the cluster formation.

1 2 3 4 5 6 7 8 9

χs0 (10−7) 0.12 0.32 1.00 0.076 0.136 0.074 0.26 0.08 0.27
C1 (10−5 K−1) 0.133 5.716 11.36 0.253 0.385 0.0042 0.426 0.195 0.230
α1χs0 0.017 0.047 0.14 0.01 0.019 0.01 0.037 0.01 0.04
α1C1 (102 K−1) 0.019 0.80 1.60 0.035 0.054 0.0006 0.06 0.027 0.032
α2C2 −1.77 1.057 0 1.016 1.70 — 2.84 4.5 3.25
2p (K) −7 −375 192 −73 5 −6.7 40 24 16
2 (K) 406 400 — 874 132 — 78 50.6 70
Kc 378 5.3 0 254 42 — 37 84 71

The tendency towards cluster formation can be described by the parameter

Kc = |α2C22/α1C1| . (12)

Indeed,α2C2 is proportional to the number of clusters in the sample,2 is proportional
to the number of atoms in the cluster, and their product is proportional to the number of
d electrons included in the cluster system. On the other hand,α1C1 is proportional to the
number of localized d electrons owing to the separated atoms. Therefore,Kc describes the
ratio of the value of the interaction energy of conduction electrons in a mean field of the
cluster system to that in a mean field of the system of isolated localized d electrons. When
Kc is large, the solid solution has a tendency to form clusters. The last row in table 4
contains the calculated values ofKc.
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5. Discussion

CESR measurements and the analysis of the temperature dependence of the integral intensity
andg-factors of CESR allow us to obtain the change of the s and d ESD at the Fermi surface
depending on the alloy composition. The values of the magnetic susceptibilitiesχs0 and
C1, as given in table 4, show that the ESD of the conduction electrons increases with the
growth of the Ni and Cu content and decreases with higher concentrations of Cr, Mn and
Mo. The ESD of d electrons at the Fermi surface grows only in the case of higher nickel
concentrations.

The exchange interaction between s electrons and isolated localized d electrons is
antiferromagnetic (α1 > 0). The exchange interaction of the conduction electrons with
the clusters is also antiferromagnetic (α2 > 0) except for sample 1.

The stability of the solid solution becomes lower due to cluster formation. Clusters
exist in all of the samples, except sample 3, but their relative contributions are different.
The curves in figure 1(b) show that the contribution of clusters is visible for the alloys with
Mn (sample 5), Mo (samples 7, 8) and Cu (sample 9). The empirical factorKc linked to
the ferromagnetic exchange interaction between conduction electrons and the cluster system
grows also in the case of Mo (compare samples 7, 8 with sample 2), Mn (compare samples
5 and 2) and decreases in the case of Cu (compare 9 and 4). The cluster formation induced
by the presence of Cr is efficiently suppressed under the influence of nickel. Nickel causes
an increase in the s-electron-state density and in the metallic component of the interatomic
bonding. At the same time, the increase of the d-electron-state density results in the phase
transition to the ferromagnetic state (sample 3) atTC = 175 K.

Manganese brings down the ESD at the Fermi surface of the iron-based alloy drastically
as compared to other substitutional impurities. The value of the hyperfine EPR splitting
provides evidence for the transfer of two s electrons of Mn into the d band of Fe, which
reflects the enhanced covalent bonding.

The low-temperature phase transition (LPT) of the first kind, observed in samples 2, 3,
5, 7–9 atT = 75(±2) K is not complete, as we can see in sample 3 (figure 2(a)) where
a small contribution of the (LPT) phase ing(T ) is observed along with the ferromagnetic
behaviour of theg-factor in the fcc phase. Manganese (see figure 4 for sample 5) causes
a wide temperature hysteresis of this phase transition (1T , between the direct and inverse
transitions). Chromium suppresses the LPT when its concentration is higher than the nickel
concentration. The LPT observed here is a well known transition from fccγ -phase to hcp
ε-phase. It takes place in Fe–Cr–Ni and Fe–Mn alloys (see, e.g., [14, 15]). This phase
transition is due to the splitting of dislocations in (111) planes and it occurs in the iron-
based alloys having low values of the stacking fault energy (SFE). That is why the decrease
in the value of SFE promotes this transition. The above-described effects of chromium,
nickel and manganese on the appearance of theε-phase in fcc iron-based alloys at low
temperatures depend on the combined influence of the elements on the value of the SFE
and its temperature dependence, both of these being affected by the state density at the
Fermi surface.

6. Conclusions

We have separated the contributions of localized and conduction electron subsystems to
the g-factor of the CESR signal and have shown that the non-linear behaviour of the
magnetic susceptibility is explained by the formation of superparamagnetic clusters due to
inhomogeneous distribution of substitutional solutes. The alloying with Ni and Cu results in
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increase of the conduction electron density (ESD) at the Fermi surface, whereas additions
of Cr, Mn and Mo decrease it. The cluster formation is enhanced in the case of high
concentrations of Cr, Mo and Mn. We revealed a low-temperature phase transition of the
first kind in all of the samples except the sample with a higher concentration of Cr as
compared to its Ni concentration. The alloying with Cu and Ni results in coexistence of the
low-temperature phase and ferromagnetism.
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